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Abstract—Software systems are increasingly expected to ad-
dress a broad range of stakeholder values representing both
personal and societal values as well as values ensconced as laws
and regulations. Whereas laws and regulations must be fully
addressed, other human values need to be carefully analyzed
and prioritized within the context of candidate architectural
designs. The majority of prior work has investigated require-
ments engineering techniques for either regulatory compliance
or for human-values, we take an integrated approach which
simultaneously considers laws and regulations as well as societal
and personal human values throughout the system analysis,
specification, and design process. We illustrate our approach
through detailed examples drawn from a multi-drone system
regulated by the USA Federal Aviation Authority (FAA) and
operating in a domain rich with human and societal values. We
then discuss requirements engineering challenges and solutions
unique to identifying analyzing, and prioritizing human, soci-
etal, and regulatory requirements, and ultimately for designing
accountable software systems.

Index Terms—human values, traceability, regulations, design
decisions, accountable design

I. INTRODUCTION

Software systems, especially those operating in safety-
critical domains or holding responsibility for personal data
are required to meet a broad range of relevant laws and
regulations. For example, the European Union’s General Data
Protection Regulation (GDPR), Family Educational Rights and
Privacy Act (FERPA), and the Health Insurance Portability and
Accountability Act of 1996 (HIPAA), encode values related
to privacy, transparency, and security [1], while a number
of other standards in domains such as automotive, avionics,
and medical devices address safety and reliability concerns.
However, other types of human-values, such as social justice,
equity, trust, honesty, and humility, if considered in the design
of software systems, could lead to richer and more profound
user experiences. Unfortunately, they are often either ignored
or glossed over during the requirements elicitation process [2].
Developing effective solutions for managing the full spectrum
of laws, societal values, and human personal values can be
highly challenging yet incredibly important [3].

While degrees of accountability differ for regulations versus
human values, they share many commonalities in how they are
validated in the design. Furthermore, by considering them in
tandem, we are better positioned to explore their trade-offs and

to design a solution that balances potentially competing human
values while satisfying regulations. In this paper we present a
case-study to evaluate candidate design solutions with respect
to human and societal values and regulations within the context
of the DroneResponse system, a Cyber-Physical System that
deploys multiple small unmanned aerial systems (sUAS) for
search and rescue missions. We then discuss how traceability
can be used to achieve accountability for various levels of
design decisions. The primary contributions of this paper are
therefore as follows. First, our exploration of human values in
an emergent Cyber-Physical System, represents the beginning
of an extensive case-study which we plan to place into the
public domain to support future research. Second, we apply an
approach for evaluating value-based design decisions across a
spectrum of values ranging from personal to societal to regula-
tory. Finally, we show how distributed design decisions can be
visualized as individual value-slices to provide accountability
to system stakeholders.

The remainder of the paper is laid out as follows. In
Section II we discuss the spectrum of values and then in
Section III provide illustrative examples from DroneResponse.
Sections IV and V provide concrete examples of designing
for these varied levels of requirements and the impact upon
different requirements engineering activities. Sections VI to
VIII conclude with threats to validity, related work, and a brief
discussion of open challenges and conclusions.

II. THE SPECTRUM OF HUMAN VALUES

Human values have been described through diverse theories
and frameworks. Based on his belief that the psychology of
values may play a significant role in social change, Rokeach
defined values as preferable behaviors from personal or soci-
etal perspectives [4]. Some classification schemes emphasisze
personal perspectives [5], [6], while others extend values to
organizational [7], [8] or cultural contexts [9]. However, in
this paper, instead of focusing on values derived from these
theories, we explore the cross-cutting spectrum of personal,
societal, and regulated values. Human values, which refer
to the beliefs, principles, and ideals that individuals hold
to be important and meaningful in their lives, range from
personal qualities such as honesty and compassion, to broader
societal goals such as justice and equality. These values often



serve as guiding principles that influence individuals’ attitudes
and behaviors, and are often shaped by culture, religion,
upbringing, and personal experiences [4], [10]. Societal values
represent the shared beliefs, norms, and principles that guide
the behavior of individuals within a society or culture. They
shape the way people interact with one another, contribute
to the overall identity of the group, and encompass a wide
range of topics related to family, religion, morality, work
ethics, social responsibilities, and attitudes toward authority
[11], [10]. Laws and regulations are highly influenced by
societal values including cultural, political, and economic
factors, and even personal values when advocacy groups lobby
for specific sectors of society. They often evolve to address
changes in societal values (e.g., environment protection) and
emergent technologies (e.g., recent urgent calls for legislation
to address sea-changes in AI). The values spectrum, composed
of human, societal, and regulated values, impacts every part
of the requirements engineering process.

III. DRONERESPONSE: AN ILLUSTRATIVE EXAMPLE

We provide a rich context for our discussion through ex-
amples drawn from the DroneResponse Emergency Response
system. We selected this domain primarily because small Un-
crewed Aerial Systems (sUAS) are governed in most countries
by a clear and growing set of regulations and laws, and
secondly because their use for diverse tasks, such as package
delivery and emergency response, touches upon diverse human
values such as social justice, peacefulness, and privacy, which
lead to requirements that reflect clear and compelling human
values. We first present examples of relevant human and soci-
etal values, and then introduce the USA’s Part 107 regulations
for the operation of sUAS. We then explore the interactions
between values and regulations through an example based on
regulations and human values associated with sUAS BVLOS
(Beyond Visual Line of Sight) flights in the USA.

A. Human Values in DroneResponse

To understand stakeholders’ human values for the DroneRe-
sponse system, we developed a survey and sent it to 20 stake-
holders from our network of developers, pilots, and business
associates related to DroneResponse’s commercialization. The
participants had diverse backgrounds, with some individuals
having experience in multiple domains, including research
(N=8), drone software and hardware engineering (N=7), cer-
tified drone piloting (N=7), mountaineering (N=3), business
innovation within the drone domain (N=4), and cyber-security
(N=1). We received 17 responses. The survey provided a brief
overview of the DroneResponse system and examples of two
value-enhanced requirements (e.g., ‘When video is used during
a rescue event it must be kept private.’). Users were asked to
select a stakeholder role that most closely aligned with the
way they might engage with the DroneResponse system, and
to respond to two prompts: (Q1) ‘What values do you think are
important for DroneResponse?’ and (Q2) ‘List any concerns
that you might have about the use of DroneResponse’. The
first author of this paper applied a card sorting technique [12]

to codify and group responses. Results were reviewed and
discussed with a second author, resulting in the identification
of 11 key values as briefly summarized below.
− Trust (TS): Stakeholders highlighted the potential for mis-
trust with statements such as ’Drone operation technologies
are not yet sufficiently reliable for the proposed use case
operations to be carried out reliably and safely without an
operator being assigned to each individual drone’.
− Privacy (PR) was also frequently mentioned with respect to
rescue-victims, and community members, with comments such
as all video data ‘should be analyzed in-flight and discarded
unless relevant to the safety of the person being rescued’.
− Safety (SF) was a key concern. For example, one respondent
stated that ‘Drones should avoid ... harming humans.’, while
another pointed out that ‘UAVs could cause accidents’.
− Transparency (TP) was also considered important, with
one stakeholder highlighting the need for auditable mission
outcomes, and another pointing out the need to acknowledge
limitations because ‘AI and many current technologies are far
from perfect’ and therefore ‘over-hyping their capabilities can
be a bad idea.’
− Efficiency (EF) focused on the importance of the sUAS
executing their mission speedily and effectively. One respon-
dent stated that ‘Speed and efficiency are critical to a search
and rescue’, and yet another said that ‘hardware and software
should always be immediately ready for deployment.’
− Accuracy and Fairness (AF) was emphasized by several re-
spondents. For example, one respondent stated that ‘Computer
vision systems should detect with equal efficiency different
participants (regardless of) skin tone’.
− Common good (CG) was mentioned by several participants
who wanted DroneResponse to be used for ‘positive commu-
nity and/or for societal impact, not for personal interests.’
− Security (SC) was mentioned by a few participants with
comments such as ‘misoperation (sic) of drones may result in
more catastrophic consequences than in other scenarios’ and
that ‘robustness of the drone networks/systems is important.’
− Fair treatment (FT) as described by our respondents, fo-
cused on concerns for ‘personal liability when something goes
wrong’ and designing the software to ‘forgive pilot’s mistakes
in stressful situations.’
− Comfort of life (CL) relates to a person’s perception of their
own personal situation, and covered topics such as minimizing
noise pollution and avoiding flying over peoples’ backyards.
− Sense of Control (CT) was particularly important to the
drone pilots who emphasized the importance for pilots to be
able to ‘seamlessly deactivate .. automatic controls, and control
the drone manually’ when needed.

B. Regulatory Compliance in DroneResponse

As previously discussed, laws and regulations tend to en-
code values that have been deemed important for society as
a whole [1] and are typically issued by governmental agen-
cies, boards, and commissions, often through discussions with
domain experts, community members, and through examining
prior case-law. They tend to embody a number of key human



values, many of which overlap with values that individual
stakeholders express independently. For example, while FAA
Part 107 regulations [13] focus on functional safety, capa-
bilities of the operator, and accident reporting and penalties
for offenders, they are clearly driven by a rich assortment of
underlying human values. For example, Part 107 Section 4.4
includes the text that “The FAA relies on information provided
by owners and remote pilots of sUAS when it authorizes oper-
ations”, which implies values of honesty and transparency; and
“the FAA may take appropriate action against ... anyone who
fraudulently or knowingly provides false records or reports”,
which implies accountability. There are clear examples of
other values such as timeliness, respect for lines of authority,
sense of responsibility, safety, awareness of surroundings, and
sense of control to name a few. While many values overlap,
our survey respondents also discussed or emphasized values
such as comfort of life or personal indemnity, which were not
covered by the Part 107 regulations, suggesting the importance
of not relying solely on values embedded in regulations.

C. The Synergy between Laws and Values: A Mini-Case Study

New regulations are often established as a result of com-
plex decision making-processes that involve societal, legal,
technical, economic, and political factors. We illustrate this
with the example of how BVLOS (Beyond Visual Line of
Sight) regulations emerged in the USA for commercial drones.
In 2016, the FAA established the Part 107 regulations for
the operation of Small Unmanned Aerial Systems (sUAS)
allowing only VLOS (Visual Line of Sight operations), and
then in 2018 they established the Integration Pilot Program
(IPP) to test regulations for new operations, including BVLOS,
into the national airspace system. During this time, there
were numerous opportunities for pilots and public to speak
up about their needs or concerns related to BVLOS, mean-
ing that human-values were considered in the process. New
regulations governing BVLOS flights of sUAS were released
in 2021 and provided strict rules of operation associated with
sUAS size limits, pilot training, robust safety plans with full
risk assessment and mitigations, and remote ID systems that
broadcast identification and location.

The societal values that ultimately influenced the BVLOS
laws are only partially covered by the actual laws. For
example, Schwartz-classified human values [14] that are of
particular relevance included Security to ensure safe opera-
tions, achievement to increase efficiency and reduce costs, self-
direction to enable sUAS operators to innovate and experiment
with new solutions, power for commercial operators to lever-
age the airspace, and universalism or benevolence when sUAS
are deployed for purposes of justice or fairness in contexts
such as emergency response or environmental monitoring.

IV. DESIGNING FOR REGULATIONS, LAWS, AND VALUES

Human values, like many other quality concerns, exhibit
trade-offs against each other in the overall design of the system
[15]. For example accountability has trade-offs with privacy,
sense of control with efficiency, and trust with performance as

building trust requires information to be continually generated
to keep the user in the loop. In this section, we examine
design solutions related to three regulatory constraints and
two additional architecturally significant decisions. For each
of these we assess the impact of design decisions against
human values identified from our survey. We then determine
whether each design solution strongly helps (++), weakly helps
(+), weakly hurts (–), or strongly hurts(--) each value. The
legend for human values (e.g., ‘TR’ = Trust,‘PR’ = Privacy)
is provided in Section III-A. Design decisions ultimately taken
in DroneResponse are highlighted in blue. Key design options
are marked as ⧫ and supporting options as ◊.

A. Regulatory Compliance

Part 107 regulations create hard constraints on the system
and its operating environment. However, as the regulations
do not specify how the system should meet each constraint,
it is important to evaluate candidate design decisions against
the regulations themselves as well as against other potentially
impacted human values. We illustrate this using three FAA
Part 107 regulations as examples.

1) Accident Reporting:: (Part § 107.9) This regulation
states that any accident causing personal injury or property
damage over $500 must be reported within 10 calendar days.
We consider two alternative design options.
◊ 1a: Upon completion of each flight, the system automati-
cally opens a reporting window in the GUI and prompts the
user to check either ‘nothing to report’ or ‘initiate incident
report’. If a report is initiated, the operator checks from a list
of options, and an offline reporting process is then initiated.
◊ 1b: Reporting is not integrated into the system. The
operator is expected to analyse the saved log file and generate
their own report using offline tools.

Integrating 1a into the system improves safety, transparency,
and common good, whilst option 1b hurts transparency as
shown in the following table:
Design Option TS PR SF TP EF AF CG CT CL FT SC

1a Integrated report + ++ ++
1b No integrated report –

2) Operating Limitations: (Part § 107.51) This regulation
has several sub-parts, including the visibility aspect which
states that ‘the minimum flight visibility, as observed from
the location of the control station must be no less than 3
statute miles...’. We considered the following design options:

⧫ 2a: During preflight checks a microservice on the ground
control system (GCS) shall check weather conditions to
ensure that among other things, the visibility is 3 statute
miles or greater.
◊ 2b: The operator can override the visibility constraint by
logging a flight exception.
◊ 2c: Overrides are not allowed. The sUAS will not take-off
unless visibility is above the legal threshold.



Automated weather checks increase safety and efficiency;
however, allowing the operator to override weather
constraints hurts safety (the primary objective of Part 107)
whilst increasing the user’s sense of Control. The impact
on safety is partially alleviated through compulsory logging
which supports transparency.
Design Option TS PR SF TP EF AF CG CT CL FT SC

2 Weather check ++ ++
2a Override with log – + ++
2b Flight prohibited ++ --

3) Operation of multiple sUAS: Part § 107.35: This
regulation states that ‘a person may not manipulate flight
controls or act as a remote pilot in command or visual
observer in the operation of more than one unmanned aircraft
at the same time’. However, this is a waiverable constraint.
Designing a system that supports multiple sUAS is a critical
design decision which impacts the core architecture of the
system in addition to having impact upon human values. We
evaluate the impact of three design decisions -- all of which
are currently implemented in DroneResponse.

⧫ 3a : DroneResponse will support the operation of Multiple
sUAS under waiver # 107W-2022-01268.
⧫ 3b: sUAS must lease dedicated airspace from ATC for
each flight-leg or maneuver whenever it is in the air.
⧫ 3c: Flight status for each active sUAS is displayed in GUI.
Non-critical alerts are triaged to avoid information overload.

Deploying multiple sUAS has clear impacts upon safety
and we therefore operate multiple sUAS under an FAA
Waiver (Ref: 107W-2022-01268) which required a full
safety assurance case including solutions 3b and 3c below.
Design Option TS PR SF TP EF AF CG CT CL FT SC

3a Multi-sUAS Ops – ++ - -
3b Required airleasing ++ +
3c Triaged alerts ++ ++

B. Non-regulated Human and Societal Values

We also explore two design options that are architecturally
significant [15] but not directly addressed by any regulations.

1) Computer Vision (CV) Pipeline Deployment: Each
sUAS is equipped with a camera, gimbal, and an onboard
computer (Jetson NX). The CV pipeline processes streamed
video to detect a person, compute their GPS coordinates,
and raise an alert. One key design decision involves where
CV components should be deployed. Onboard CV requires
space, processing cycles, and power in a severely resource-
constrained environment. It drains the battery and the
generated heat requires cooling mechanisms, which drain
additional power. However, it enables the sUAS to react
quickly to a detected victim, and to perform responsive
maneuvers without the increased latency that would be
incurred if the CV pipeline required processing on a ground-
based computer. Design options include the following:

⧫ 4a: Deploy the CV Pipeline onboard the sUAS to reduce
latency. Imbue the sUAS with sufficient autonomy to make
decisions such as determining when to track a person.

◊ 4b: Raise an alert when a candidate victim is detected and
allow the human operator to override sUAS decision.
◊ 4c:Deploy the CV Pipeline onto the Ground Control
System. Stream video to the ground and perform all victim
detection on the GCS. Raise an alert for the operator when a
victim is detected. The sUAS only adapts its behavior when
it receives command from human operator.
Design Option TS PR SF TP EF AF CG CT CL FT SC

4a CV pipeline onboard ++ + -
4b Operator overrides ++ ++ ++
4c Offboard CV + - - ++
These design options had relatively cross-cutting impacts
upon human values. For example, offboard CV (4c) could
increase trust as a human operator makes all vision-based
determinations; however, it is less efficient due to latency in
transmitting imagery to the ground, and the sUAS is unable
to make fast decisions or maneuvers in response to detected
objects. We ultimately placed key elements of the CV pipeline
onboard (4a), but also ran more computationally intensive CV
algorithms offboard to provide more accurate results and to
allow human operators to provide interactive feedback.

2) Autonomy Permissions: Robotics based systems, such
as DroneResponse can be designed as “Human-in-the-Loop”
systems where humans are the primary decision makers,
versus “Human-on-the-loop” (HotL) systems in which the
machine performs tasks independently under the supervision
of a human. Design decisions are shown below:

⧫ 5a: The onboard pilot supports HoTL through autono-
mous decision making.
⧫ 5b: The onboard pilot requests input from the human ev-
ery time a significant decision needs to be made. Autonomy
is limited to simple failsafes (e.g., RTL on low battery).
◊ 5c: Explanations are generated for all autonomous actions
and can be displayed upon request by the user.
◊ 5d : The user can take control of the sUAS at any time
by issuing a halt and hover command.

We selected HoTL (5a) which is more efficient, makes
multi-sUAS deployment viable, but potentially weakens the
users sense of control. We compensated for this by allowing
humans to intervene (5d), and generating explanations for
autonomous decisions (5c) despite some loss in efficiency
due to additional processing of explanations.

Design Option TS PR SF TP EF AF CG CT CL FT SC

5a Human-on-the-loop ++ - -
5b Human-in-the-loop - - ++
5c Autonomy explained ++ - - +
6d Human can control + ++

V. THE VALUES SPECTRUM IN REQUIREMENTS

Now that we have provided concrete examples of both reg-
ulated and human values, we briefly explore whether existing
requirements engineering practices are sufficient for support-
ing the entire spectrum of human, societal, and regulated
requirements. We then discuss open challenges.



A. Requirements Elicitation, analysis, and design

Analysts need to identify relevant laws and regulations
to determine which individual elements are relevant to the
system-under-development [13]. This involves working with
diverse stakeholders with differing perspectives and motiva-
tions to conduct interviews, surveys, and focus groups, in
ordr to gain a broad understanding of stakeholder’s values
and expectations [16]. Furthermore, product scope needs to
be managed through clear decisions about the target audience
and through assessing the impact of prioritizing specific values
upon marketability and product uptake.

During the requirements prioritization, analysis, and design
process, the fundamental principles underlying values en-
sconced as regulations must be satisfied. We posit that mapping
each regulation to its associated human values, could make it
easier for software developers to understand and interpret the
laws and regulations as they apply to the current software
product. In addition, unregulated human values provide a rich
space of design options. Well-proven prioritization techniques,
such as Win-Win requirements negotiation methods [17], can
be used to explore the relative importance of individual values
across groups of diverse stakeholders. However, all values
must be considered in the context of candidate design options
[15], to understand their implementation costs and to explore
design trade-offs. By incrementally exploring requirements
and design, developers can identify the best solution for
delivering required functionality, meeting key quality of ser-
vice requirements, whilst addressing regulations and balancing
other important personal and societal human values.

B. Accountability to Values

Different types of human values require different degrees of
accountability. A system must demonstrably satisfy its regu-
lated requirements if called to do so in a court of law, while
systems deployed in regulated domains are often compelled
via process regulations to provide trace links demonstrating
that the regulations have been satisfied in the system to
either design, test, or code levels [18]. In current practice
there is little in way of accountability to unregulated human
values; however, given the current emphasis on human-values,
developers could employ traceability solutions to connect both
regulated and non-regulated requirements to system compo-
nents. For example, Figure 1 illustrates how the value ‘sense
of control’ is realized through requirements and design in the
DroneResponse system.

VI. THREATS TO VALIDITY

This short paper has three primary validity threats. First,
we did not use a specific theory or framework to elicit values
for DroneResponse (e.g., [4], [5], [6], [7], [8], [9]), and it is
likely that we would have identified different human values
if we had done so. However, as our goal was to provide
examples of personal and societal values, we do not consider
the lack of a framework, and the more systematic analysis this
enables, to be an issue for this study. Second, our examples
were drawn from a single application within a domain that

Fig. 1: Value slice showing how aspects of the human value related to
‘Sense of Control’ is realized in the requirements (REQ), design (DES), and
contexts/rationales (RAT) of DroneResponse.

is rich with human and societal values as well as valued
encoded into regulations. Nevertheless, this exercise led to
some interesting observations about specific risks and open
challenges as summarized below. Third, while we provided
definitions of personal and societal values, we did not draw
a clear distinction between examples for DroneResponse be-
cause the line is often blurry, and space constraints did not
allow for a more extensive discussion.

VII. RELATED WORK

Researchers have emphasized challenges faced by software
practitioners in incorporating value-consciousness into soft-
ware development, primarily exacerbated by the absence of
explicit guidelines in development methodologies and regula-
tory frameworks such as GDPR and AI ethics guidelines [19].
Very few studies have attempted to map legal regulations to
human values. In one exception, Perera et al., mapped GDPR
to a wide spectrum of values identified in Schwartz’s theory,
including power, security, self-direction, and universalism.
Notably, fairness and transparency emerged as the most ’value-
conscious’ principles, each connected to five distinct values,
demonstrating that compliance with these principles facilitates
the realized of multiple human values covered by Schwartz’s
theory [20]. Traditionally, the requirements engineering pro-
cess has focused on a limited set of values such as usability,
security, reliability, performance etc.; however, recent work has
expanded this thinking by exploring additional values using
taxonomies and frameworks such as the Schwartz framework
[9] [2] [21], and their integration into the software engineering
process [2]. For example, Mougouei created a general roadmap
of existing techniques and open challenges [22], and Ferrario
et al., proposed Values-First Software Engineering that used



action research techniques to create maps between require-
ments and values [23], while Guizzardi et al., followed ethical
principles to derive requirements for a driverless car system
[24].

In the Requirements Engineering domain, Kheirandish de-
veloped the HuValu tool to support the exploration of human
values [25], Perera et al., integrated human values into the
upfront requirements elicitation and analysis process [26] and
showed that the values could then be integrated into the design
using feature driven values-mapping, or value-driven features
mapping. Thew et al., proposed a taxonomy for guiding
value-based requirements engineering [21], while Duboc et
al., explored ethics, power, politics, and values using critical
thinking within the requirements engineering process [27]. In
our case, we took a feature-based approach and explored the
impact of features upon human and societal values.

VIII. CONCLUSIONS

Recent research efforts have either focused on designing for
human values or designing for regulatory compliance. Apart
from mapping regulations to values (e.g., [20]), this paper is
one of the first to explore the synergies between these two
areas. We have explored the co-design of personal and societal
values alongside values ensconsed in laws and regulations, and
have discussed how societal and personal values related to
qualities such as privacy, security, safety, fairness, and acces-
sibility, may become regulated over time. However, we have
also shown that many other important personal and human
values are unregulated, requiring significant effort to elicit
from targeted stakeholders, analyze with respect to candidate
designs, and ultimately integrate into the delivered system.
Viewing regulations through the perspective of human values
offers a legally required starting position; however, a better
approach explores the entire spectrum of values, supported
by systematic and strategic exploration of additional values
not covered by regulations. In future work, we will continue
our exploration of both theoretical and practical solutions
for eliciting and analyzing requirements, and for delivering
accountable design solutions that intersect personal, societal,
and regulated values.
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