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This paper serves as part I of a two-part tutorial on “aero-optical effects.” We first present background infor-
mation to assist with our introduction of the topic. Next, we use the aerodynamic environment associated with
a hemisphere-on-cylinder beam director to decompose the resulting aberrations (that arise due to aero-optical
effects) in terms of piston, tilt, and higher-order phase errors. We also discuss the performance implications that
these phase errors have on airborne-laser systems. Recognizing the complexity of these environments, we then dis-
cuss how one measures these phase errors using standard wavefront-sensing approaches and the impact these phase
errors have on imaging performance. These system-level considerations provide the material needed to survey
several sources of aberrations such as boundary layers and shear layers, as well as mechanical contamination, shock
waves, and aero-acoustics—all of which we cover in part II of this two-part tutorial. ©2024 Optica Publishing Group.
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1. INTRODUCTION

There has been significant interest in airborne-laser systems in
the United States since the Airborne Laser Laboratory (ALL) in
the late 1970s and early 1980s [1,2]. Accordingly, researchers
began to study the deleterious effects caused by the aerodynamic
environment [3–10]. The ALL program used a CO2 laser, which
lased at a central wavelength of 10.6 µm. Overall, the ALL pro-
gram was highly successful; however, researchers believed that in
order to increase the capability of future airborne-laser systems,
they would need to use shorter-wavelength lasers [7,9,11,12].

In the absence of aberrations, shorter-wavelength lasers result
in higher peak irradiance (at the observation plane) given the
same aperture diameter and laser power (in the pupil plane)
[13,14]. As such, interest and research gravitated towards the
use of short wave infrared (SWIR) lasers. Since the days of
ALL, airborne-laser systems have steadily decreased in laser
wavelength. For example, the airborne laser used a chemical
oxygen-iodine laser, which lased at a central wavelength of
1.3 µm [15]. The latest development of high-power, solid-state
lasers uses an even shorter central wavelength of 1.03–1.08µm.

Unfortunately, shorter-wavelength lasers are more susceptible
to the deleterious effects caused by the aerodynamic environ-
ment [7,11,12]. When researchers use shorter-wavelength

lasers, the resulting aberrations caused by the air flow in prox-
imity of the beam director become an even greater driver for
performance at the system level. Thus, extensive research ensued
in a field commonly referred to as “aero-optics” [11,16–25].

In the last 20 years, several comprehensive reviews have
been written on the subject of aero-optical effects [12,21,26–
29]. These reviews often present material on the state of the
art within the aero-optics field. With that said, this paper
differs from these reviews and serves as part I of a two-part
tutorial on aero-optical effects. Consistent with other tuto-
rials (e.g., Refs. [30,31]), the material presented in this paper
provides the underlying tools needed to comprehend the more-
advanced material contained within these reviews, as well as a
recently published book [32], which also serves as an excellent
source of information.

This two-part tutorial also differs from previous efforts in
that it (1) includes very detailed explanations on both the aero-
dynamic and optical effects, specifically for new researchers
trying to investigate this field; (2) discusses recent results related
to aero-optical effects at supersonic and hypersonic speeds, in
addition to subsonic speeds; and (3) introduces the aero-optical
effects associated with shock waves, mechanical contamination,
and aero-acoustics, which all lead to aberrations that degrade
performance at the system level. As such, (1)–(3) will inform
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future efforts looking to implement laser systems on airborne
platforms.

In what follows, Section 2 introduces the basic concepts
needed throughout this two-part tutorial. Section 3 then intro-
duces the classic hemisphere-on-cylinder beam director as an
example turret geometry. The associated aerodynamic environ-
ment serves as a source for aberrations that we decompose into
piston, tilt, and higher-order phase errors. In Section 4, we then
discuss standard wavefront-sensing approaches used to meas-
ure these phase errors. We also discuss the impacts that these
phase errors have on imaging performance. Finally, Section 5
summarizes and concludes part I of this two-part tutorial.

2. BACKGROUND

In this section, we introduce the background material necessary
to describe the aero-optical effects discussed in the remainder of
part I, as well as in part II of this two-part tutorial.

A. Aerodynamic Turbulence

For the case of an aircraft-mounted laser system, the aircraft is
flying through the atmosphere displacing the fluid in its path.
At low subsonic Mach numbers, the fluid displaces in a man-
ner where the density of the fluid remains nearly unchanged
(incompressible). However, as the Mach number M increases
(M ' 0.3), compressibility effects become non-negligible,
and density varies across the flow field. When we propagate a
laser beam through this variable-density field, the fluid imposes
aero-optical effects onto the outgoing laser beam.

Before moving on, it is worth discussing the differences
between aero-optical effects and atmospheric-optical effects.
While both are due to density variations, there are several
important distinctions that affect the way researchers analyze
and model the resulting aberrations. First, the aberrations due
to aero-optical effects typically result from a thin turbulent
region near the aircraft (and result in isoplanatic or linear,
shift-invariant phase errors), while the aberrations due to
atmospheric-optical effects typically result from turbulence
distributed along the propagation path (and result in anisopla-
natic or linear, shift-varying phase errors). Second, as we will
show later, aero-optical effects are due to pressure variations
and compressibility effects at high-aircraft speeds, whereas
atmospheric-optical effects are due to the variation of total
temperature in the atmosphere [33,34]. Third, the relevant
flow scales are quite different. Consistent with energy cascade
theory [33,34], atmospheric-optical effects typically result from
turbulent structures within the atmosphere. These structures
are on the order of millimeters to hundreds of meters in scale
(i.e., within the inertial subrange created by inner and outer
scales). Aero-optical effects, on the other hand, typically result
from turbulent structures that are highly dependent on the
aerodynamic environment (e.g., the size and shape of the aero-
dynamic body). Nonetheless, these structures generally scale
with the Mach number of the aircraft.

In addition to the above differences, aero-optical effects are
statistically anisotropic and inhomogeneous. As such, different
propagation directions and translations often yield statistically
different aberrations. This last point will become apparent in the
next section, where we discuss the aero-optical effects associated
with a hemisphere-on-cylinder beam director. This outcome is

not always the case with atmospheric-optical effects where we
often assume statistically isotropic and homogeneous condi-
tions. As a result, researchers can derive parameters like the Fried
coherence diameter [35–37].

Several efforts have experimentally investigated the com-
bined effects of propagating through both aero-optical and
atmospheric-optical turbulence environments [38–40].
Regardless of the source, these density variations lead to cor-
responding fluctuations in the index of refraction. Throughout
the rest of this tutorial, we specifically study how density vari-
ations lead to fluctuations in the index of refraction and the
resulting aero-optical effects.

B. Gladstone–Dale Relation

If we project an initially unperturbed laser beam through a
variable-density environment, then we subject the beam to
index-of-refraction fluctuations in the fluid. We can relate the
index-of-refraction fluctuations to the density variations using
the Gladstone–Dale relation, given by

n(x , y , z, t)= 1+ KGD(λ)ρ(x , y , z, t), (1)

where n(x , y , z, t) is the space- and time-dependent index of
refraction, ρ(x , y , z, t) is the corresponding density field, and
KGD(λ) is the Gladstone–Dale constant, which is a function
of wavelength λ [41,42]. In the visible to near infrared range,
KGD(λ) for dry air is approximately 2.27× 10−4 m3/kg [43].
In this tutorial, we assume the use of a quasi-monochromatic
laser, allowing us to drop the dependence of KGD on λ. In
Eq. (1) and moving forward, the x - and y -directions describe
a transverse plane, and the z-direction is along the direction of
propagation.

C. Quantifying Aero-Optical Effects

For aerodynamic environments, the turbulent region is often
relatively thin compared to the length of the propagation path.
As such, we can use the paraxial approximation, since the irradi-
ance of the complex-optical field stays relatively constant upon
propagation through the turbulent region (see Refs. [27,32] for
discussion regarding the validity of the paraxial approximation
in quantifying aero-optical effects). Because of the aforemen-
tioned index-of-refraction fluctuations, the phase does not
stay constant. We can quantify the severity of the phase errors
(i.e., path-integrated deviations from constant phase) using
the optical-path length (OPL) and the optical-path difference
(OPD). In practice,

OPL(x , y , t)=
∫ Z

0
n(x , y , z, t)dz, (2)

and OPD results from removing the spatial mean or piston from
OPL, viz.

OPD(x , y , t)=OPL(x , y , t)− 〈OPL(x , y , t)〉x ,y

= KGD

∫ Z

0
ρ ′(x , y , z, t)dz, (3)

where 〈·〉x ,y denotes a spatial average in the x - and y -dimensions
andρ ′ is the zero-mean fluctuating density field.
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For collimated beams in the pupil plane of a laser system,
we can relate OPD(x , y , t) to the wavefront error function
W(x , y , t) (denoted here in units of length) and the pupil-
phase function φ(x , y , t) (denoted here in units of radians)
using the following relationships:

OPD(x , y , t)=−W(x , y , t)=−φ(x , y , t)/k, (4)

where k = 2π/λ is the wavenumber. With Eq. (4) in mind, we
primarily quantify aero-optical effects in terms of OPD(x , y , t)
in this tutorial. This choice allows us to scale between different
aerodynamic environments (as we will show in part II of this
two-part tutorial).

The root mean square (RMS) of OPD(x , y , t) in the spa-

tial dimensions yields OPDRMS(t)=
√
〈OPD(x , y , t)2〉x ,y

and is an indication of the time-dependent departure from
planarity. Furthermore, time averaging yields OPDRMS =

〈OPDRMS(t)〉t , which is a quantity the aero-optics literature
often refers to as “wavefront error” because of the relationships
found in Eq. (4). In practice, OPDRMS is the most common
metric for quantifying aero-optical effects. It is worth noting
that we can relate the phase variance, σ 2

φ , to OPDRMS using the
following relationship:

σ 2
φ = (kOPDRMS)

2. (5)

This relationship is an important one to remember when
describing performance at the system level.

D. System Performance

In this tutorial, we quantify system performance using the Strehl
ratio (SR) [12], defined as

SR(t)=
I (t)
IZ
, (6)

where I (t) is the on-axis irradiance and IZ is the diffraction-
limited, on-axis irradiance (in the observation plane). If we focus
a phase-error-free laser beam with a top-hat irradiance profile to
the observation plane, the resultant irradiance pattern will be an
“Airy Disc.” In turn [14],

IZ =
PπD2

4λ2 Z2
, (7)

where P is the laser power, D is the aperture diameter, and
Z is the propagation distance. From Eq. (7), we can achieve
an increased on-axis irradiance with more power, a larger
aperture, a shorter wavelength, or a shorter propagation dis-
tance. With that said, system constraints with respect to size,
weight, and power limit the size of the aperture diameter and
the power of the laser. Therefore, the greatest opportunity for
system improvement lies in using a shorter-wavelength laser.
However, as discussed above, shorter-wavelength lasers are more
susceptible to aero-optical effects.

We can use the extended Maréchal approximation [14,44] to
directly relateσ 2

φ to the time-averaged SR, viz.

SR= exp(−σ 2
φ ). (8)

Recall that we can also relate σ 2
φ to OPDRMS using the

relationship found in Eq. (5). For the case of small effects
(i.e., OPDRMS < 0.1 λm), Eq. (8) provides an excellent
approximation. However, it is worth noting that the extended
Maréchal approximation tends to underestimate the SR for
large phase errors; however, the discrepancy is not large [44,45].
Using Eqs. (5), (7), and (8), we can illustrate the effect of varying
laser wavelengths for diffraction-limited focused propagation
and varying OPDRMS conditions. We present the results of this
trade space in Fig. 1.

In the left plot of Fig. 1, we plot peak irradiance as a function
of λ compared to a 1 µm case for diffraction-limited focused
propagation. We see that in the absence of aero-optical effects,
the on-axis irradiance markedly decreases with increasing λ
(left to right). In the right plot of Fig. 1, we plot SR as a func-
tion of λ for different OPDRMS conditions ranging from 0.01
to 1 µm. While peak irradiance significantly decreases with
increasing wavelength, when aberrations are present, shorter-
wavelength lasers are more susceptible to degradations in system
performance. For these reasons, it is important to understand
the environments in which a laser system will operate. This last
point will be the topic of discussion in the sections that follow.

Fig. 1. Peak irradiance as a function of laser wavelength compared to a 1µm laser for diffraction-limited focused propagation (left plot), and SR as
a function of laser wavelength for varying OPDRMS conditions (right plot).
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3. PHASE ERRORS

In this section, we use the aerodynamic environment associated
with a hemisphere-on-cylinder beam director to decompose the
resulting aberrations (that arise due to aero-optical effects) in
terms of piston, tilt, and higher-order phase errors. After which,
we discuss the performance implications that these phase errors
have on airborne-laser systems.

A. Sources of Aberrations

The hemisphere-on-cylinder beam director has a simple turret
geometry with a wide field of regard. In turn, this turret has
been studied extensively for the past 20 years [26,46–58]. Upon
mounting to a high-speed aircraft, the protrusion of the turret
into the freestream flow creates a complicated aerodynamic
environment, as shown in Fig. 2.

In Fig. 2, we depict the fluid-flow direction as going from
top-left to bottom-right across the protruding beam director. An
incoming freestream flow convects towards the turret, and an
incoming boundary layer forms over the walls of the aircraft. We
discuss the aero-optical effects associated with boundary layers
in Sections 3.A and 3.B in part II of this two-part tutorial.

The incoming boundary layer stagnates on the lower frontal
portion of the protruding beam director, which gives rise to
a coherent vortical structure that extends around the sides of
the turret. In contrast to the statistical-optics community, the
fluid-mechanics community often uses the term “coherent” to
describe turbulent structures. In a seminal paper, Hussain [59]
defined a coherent structure as “a connected turbulent fluid
mass with instantaneously phase-correlated vorticity over its
spatial extent.” For the purposes of this tutorial, we abide by this
definition of coherent. With this definition in mind, we refer to
the coherent vortical structure that extends around the sides of
the turret geometry as a “necklace” vortex.

The fluid incident on the upper frontal part of the protruding
beam director stagnates and then accelerates over the top of the
hemispherical body. This frontal region of the turret is fairly
steady, with only a thin boundary layer developing over it. The
fluid that convects over the top of the turret geometry eventually
separates due to an increase in static pressure as a function of
streamwise location. Fluid separation leads to vortex shedding
off the turret body. The Reynolds number, which describes the

Fig. 2. Aerodynamic environment associated with a hemisphere-
on-cylinder beam director. The inspiration for this illustrative example
comes from Fig. 2 in Ref. [26].

ratio of inertial to viscous forces in a fluid, dictates the onset of
fluid separation.

Researchers have shown that the flow dynamics around
hemispherical turrets are similar to the flow dynamics around
spheres, with the exception of the near-wall region. The shed-
ding around spheres starts at a Reynolds numbers based on the
turret diameter, Re D ∼ 400 [60]. Therefore, one can expect
a similar Re D at which the shedding over turrets begins. If the
incoming boundary layer is laminar before separation, the flow
separates at ∼80 deg relative to the incoming freestream flow.
At a sufficiently large Re D (& 2× 105), the boundary layer
over the sphere becomes turbulent prior to separation. If the
incoming boundary layer is turbulent before separation, the
flow separates at approximately∼120 deg relative to the incom-
ing freestream flow [26]; however, this angle depends on other
factors. In Fig. 2, we depict the separation line using a black
dashed line.

Once the flow separates, a shear layer region forms between
the high-speed freestream flow over the top of the protruding
beam director and the low-speed flow in the separation region
directly downstream of the turret. We extensively discuss the
aero-optical effects associated with shear layers in Sections 3.C
and 3.D in part II of this two-part tutorial.

Counter-rotating vortices referred to as “horn” vortices
form in this wake region. At low Mach numbers, the turbulent
structures in this wake are fairly symmetrical about the turret-
geometry centerline. As the Mach number increases, the horn
vortices lose their symmetry, and the vortices begin shedding off
the sides of the turret in an alternating manner. The alternating
shedding of the horn vortices gives rise to unsteady forcing
[57,58]. This fluid-induced unsteady forcing on the turret leads
to mechanical contamination in the airborne-laser system.
We discuss the aero-optical effects associated with mechanical
contamination in Section 4.A in part II of this two-part tutorial.

To further complicate matters, the protrusion of the turret
into the freestream flow leads to a local acceleration of the fluid
over its hemispherical body. When the incoming Mach number
is greater than approximately 0.55, the accelerated flow becomes
supersonic near the crown of the turret geometry, and a shock
wave forms. Shock waves result in an extremely sharp change in
gas properties across them; namely, a decrease in Mach number,
increase in density, increase in pressure, and increase in temper-
ature. The gas properties change across a region on the order
of a few mean free paths of the gas, and as such, one can model
them as a phase discontinuity [61]. We discuss the aero-optical
effects associated with shock waves in Section 4.B in part II of
this two-part tutorial.

Lastly, depending on the placement of the protruding beam
director relative to the aircraft propulsion system, acoustic
waves may also emanate past the turret [62]. In this case, aero-
acoustic-induced pressure fluctuations can further degrade
the performance of the airborne-laser system. We discuss the
aero-optical effects associated with aero-acoustics in Section 4.C
in part II of this two-part tutorial.

From Fig. 2, it is clear that the aerodynamic environment
associated with a hemisphere-on-cylinder beam director gives
rise to multiple sources of aberrations. In what follows, we
broadly characterize these aberrations in terms of piston, tilt,
and higher-order phase errors. For the reader looking for an
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introduction to aberration theory, please see Ref. [63], for
example.

B. Piston and Tilt Phase Errors

In Fig. 2, we can see that a backward-looking angle results
in the outgoing laser beam propagating through significant
aerodynamic turbulence. In what follows, we show that the
beam diameter acts as a form of spatial filter where turbulence
structures larger than the beam diameter manifest primarily as
piston and tilt phase errors. We also discuss the performance
implications of these phase errors on airborne-laser systems.

1. Description of Piston andTilt PhaseErrors

Piston and tilt phase errors represent the path-integrated effects
of first-order aberrations. In order to describe these phase errors,
we introduce the Zernike polynomial series. For a circular aper-
ture of the diameter D we can describe the even and odd modes
of the Zernike series by [64,65]

Zm
n (r , θ)= Rm

n (r ) cos(mθ) (9)

and

Z−m
n (r , θ)= Rm

n (r ) sin(mθ), (10)

respectively. Here, Rm
n (r ) is the radial polynomial function,

given as

Rm
n (r )=

n−m
2∑

i=0

(−1)i (n − i)!

i !
(

n+m
2 − i

)
!
(

n−m
2 − i

)
!
r n−2i . (11)

We can describe piston, x -tilt, and y -tilt by the Zernike modes
Z0

0 , Z−1
1 , and Z1

1 , respectively. With simplification, we can write
these modes as Z0

0(r , θ)= 1, Z1
1(r , θ)= (4r /D) cos(θ), and

Z−1
1 (r , θ)= (4r /D) sin(θ).
Using the approach taken by Sasiela [65], the spatial-

wavenumber-dependent aperture filter function F (κ) to
remove piston and the x - and y -components of tilt takes the
following form:

F (κ)= 1−

[
2J1(κD/2)
κD/2

]2

−

[
4J2(κD/2)
κD/2

]2

, (12)

where Jν(·) is the Bessel function of the first kind, and the
subscript ν denotes the order of the Bessel function. Making
the change of variables 3= 2π/κ , where 3 is the optical-
turbulence structure size, we plot Eq. (12) in Fig. 3 as a solid blue
line. We also plot the first bracketed term in Eq. (12), which rep-
resents the piston filter function as a dashed-dotted red line, as
well as the second bracketed term in Eq. (12), which represents
the tilt filter function as a dotted yellow line.

In Fig. 3, we see the relationship introduced above; namely,
the beam size acts as a form of high-pass spatial filter where
turbulence-induced aberrations larger than the beam size
(3> D) result in tilt and piston phase errors, and turbulence-
induced aberrations smaller than the beam size become
higher-order phase errors (3< D) [65,66]. In the limiting
case of an infinitely large aperture, the aerodynamic turbulence
imposes only higher-order phase errors onto the outgoing laser

Fig. 3. Aperture filter function (to remove piston and tilt) as a func-
tion of D/3.

beam. Similarly, in the limiting case of an infinitely small aper-
ture, the aerodynamic turbulence imposes only piston phase
errors onto the outgoing laser beam.

It is worth noting that for most applications involving laser
beam propagation, a piston phase error does not affect sys-
tem performance as it simply represents a net retardation of
light due to propagation through non-vacuum mediums.
Furthermore, piston phase errors are also difficult to sense using
traditional wavefront sensing approaches. On the other hand, as
we will show next, compensating for tilt phase errors is critically
important for applications involving laser beam propagation.

2. Performance Implications of Tilt PhaseErrors

To demonstrate the performance implications of tilt phase
errors, we created a pupil-phase function (with a tilt phase error)
in the top-left plot of Fig. 4. Here, the colorbar denotes wrapped
phase in units of radians.

If we focus an outgoing laser beam with a top-hat irra-
diance profile to the observation plane, then the irradiance
pattern due to a tilt phase error will be a “shifted Airy Disc.”
We present the corresponding object-plane irradiance pattern
in the top-right plot of Fig. 4. Also plotted is a white circle
with an Airy disk radius of 1.22λZ/D. This circle represents
the diffraction-limited bucket and gives us a gauge for system
performance.

On a long-exposure basis, tilt phase errors result in an effec-
tively larger observation-plane irradiance pattern. We show
an example of this dynamic in the bottom-left plot of Fig. 4.
Here, we can see that the long-exposure, observation-plane
irradiance pattern encompasses an area much larger than the
diffraction-limited bucket (white circle).

If we employ tilt compensation to minimize the effects of
tilt phase errors, then we can stabilize the observation-plane
irradiance pattern to an on-axis aim point. We present the
object-plane irradiance pattern after tilt compensation in the
bottom-right plot of Fig. 4. Here, we can see that uncompen-
sated tilt still remains on the outgoing laser beam, but a larger
portion of the long-exposure, observation-plane irradiance
pattern falls within the diffraction-limited bucket (white circle).

All four quadrants of Fig. 4 imply that effective tilt com-
pensation results in a smaller residual tilt variance and leads to
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Fig. 4. Pupil-phase function with a tilt phase error (top left); corresponding object-plane irradiance pattern (top right); long-exposure, object-
plane irradiance pattern (bottom left); and long-exposure, object-plane irradiance pattern after tilt compensation (bottom right).

increased system performance. It should be noted that system
designers can effectively predict this outcome using Eq. (8).
Thus, when designing future airborne-laser systems, it is of
utmost importance that system designers account for the effects
of tilt phase errors. Part II of this two-part tutorial will further
expand on the sources of aberrations that give rise to tilt phase
errors.

C. Higher-Order Phase Errors

Recall from Fig. 2 that at backward-looking angles, the laser
beam propagates through significant aerodynamic turbulence.
Also recall from Fig. 3 that turbulence structures smaller than
the beam diameter impose higher-order phase errors onto
the outgoing laser beam. In what follows, we describe these
phase errors using proper orthogonal decomposition (POD)
and discuss their performance implications on airborne-laser
systems.

1. Description ofHigher-Order PhaseErrors

As discussed in Section 2.C, OPDRMS is the most common
metric for quantifying aero-optical effects, and we can report
OPDRMS with or without tilt. From Fig. 3, we saw that larger
apertures will contain more higher-order phase errors, and sub-
sequently, will have a larger tilt-removed OPDRMS compared to
smaller apertures. We can relate the tilt-removed OPDRMS to
the aperture filter function, F (κ), defined in Eq. (12), as

OPD2
RMS = 2

∫
SW(κ)F (κ)dκ, (13)

where SW(κ) is the spatial-wavenumber-dependent power
spectral density (including contributions from piston, tilt, and
higher-order phase errors).

While OPDRMS is a helpful metric, and we can quickly relate
it to parameters such as SR [see Eq. (12) and Fig. 1], it does not
reveal anything about the spatial structure of the turbulence-
induced aberrations. To address this concern, researchers often
decompose higher-order phase errors into orthogonal spatial
modes. One approach is to use the Zernike modes given in
Eqs. (9)–(11), excluding the piston and tilt terms. While this
approach has been used by researchers for decades, the Zernike
modes have drawbacks, particularly, in environments where
the turbulence-induced aberrations do not exhibit isotropic
behavior.

Recognizing the drawbacks of the Zernike modes, other
modal-analysis techniques have become popular in recent
years [67]. One of these modal-analysis approaches is POD.
Sometimes referred to as principal component analysis or
Karhunen–Loève expansion (within the statistical-optics com-
munity), POD is a modal-analysis technique that decomposes
data into an optimal basis set of orthogonal-spatial modes
organized from highest to lowest energy. This technique has
quickly gained popularity within the fluid-mechanics commu-
nity for a few reasons. First, since researchers can identify and
organize POD modes in order of decreasing energy, it easily
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becomes apparent what the dominant or most energetic spatial
features of a particular data set are or are not. Additionally, since
these modes are spatially orthogonal, researchers can easily
reconstruct a much lower-order data set containing most of
the energy, which makes it a popular reduced-order modeling
technique.

We only introduce POD here; however, much greater detail
on this modal-analysis technique can be found in Ref. [67].
Furthermore, many examples of using POD analysis to study
aero-optical effects can be found in Ref. [32].

We can use POD to decompose the pupil-phase function,
φ(x , t), into orthogonal spatial modes, ϕn(x), with associated
temporal coefficients, an(t), as

φ(x , t)=
N∑

n=0

an(t)ϕn(x). (14)

We find the modes by solving the eigenvalue problem given by∫
dx ′R(x , x ′)ϕn(x ′)= λnϕn(x), (15)

where R(x , x ′) is the two-point correlation matrix, defined
as R(x , x ′)= 〈φ(x , t)φ(x ′, t)〉. We find the temporal coef-
ficients associated with each mode by projecting the mode of
interest ontoφ(x , t), viz.

an(t)=
∫

dxφ(x , t)ϕn(x). (16)

Its eigenvalue contains the energy within each mode, which we
can compute from the temporal coefficients as λn = 〈an(t)2〉.
We present various examples of using POD in part II of this
two-part tutorial.

2. Performance Implications ofHigher-Order PhaseErrors

To demonstrate the performance implications of higher-order
phase errors, we created a pupil-phase function (with higher-
order phase errors) in the top-left plot of Fig. 5. Like in Fig. 4,
the colorbar denotes wrapped phase in units of radians.

If we focus an outgoing laser beam with a top-hat irradiance
profile to the observation plane, then the irradiance pattern
due to the higher-order phase errors will be “scintillated.” We
present the corresponding object-plane irradiance pattern in the
top-right plot of Fig. 5. Also plotted is a white circle with an Airy
disk radius of 1.22λZ/D. Like in Fig. 4, this circle represents
the diffraction-limited bucket and gives us a gauge for system
performance.

On a long-exposure basis, higher-order phase errors result
in an effectively larger observation-plane irradiance pattern.
We show an example of this dynamic in the bottom-left plot of
Fig. 5. Here, we can see that the long-exposure, observation-
plane irradiance pattern encompasses an area much larger than
the diffraction-limited bucket (white circle).

If we employ higher-order compensation to minimize the
effects of higher-order phase errors, then we can reduce beam
spreading in the observation-plane irradiance pattern about the

Fig. 5. Pupil-phase function with higher-order phase errors (top left); corresponding object-plane irradiance pattern (top right); long-exposure,
object-plane irradiance pattern (bottom left); and long-exposure, object-plane irradiance pattern after higher-order compensation (bottom right).
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aim point. We present the object-plane irradiance pattern after
higher-order compensation in the bottom-right plot of Fig. 5.
Here, we can see that with high-resolution phase compensation,
the long-exposure, observation-plane irradiance pattern nearly
falls within the diffraction-limited bucket (white circle).

All four quadrants of Fig. 5 imply that effective higher-order
compensation results in a smaller residual phase variance (or
tilt-removed OPDRMS) and leads to increased system perform-
ance. It should be noted that system designers can effectively
predict this outcome using Eq. (8). Thus, when designing
future airborne-laser systems, it is of utmost importance that
system designers account for the effects of higher-order phase
errors. Part II of this two-part tutorial will further expand on the
sources of aberrations that give rise to higher-order phase errors.

4. WAVEFRONT SENSING AND IMAGING

In this section, we introduce wavefront sensing approaches
that have both pioneered and continue to advance the field of
aero-optics. Furthermore, we discuss the performance impacts
that aero-optical effects have on imaging performance.

A. Wavefront Sensing

Researchers can measure the phase errors induced by aerody-
namic turbulence by using a wavefront sensor. As illustrated in
Figs. 4 and 5, these phase errors are critical to measure in order
to learn more about the aerodynamic environment. Wavefront
sensing is a vast and active field of research in and of itself. As
such, an in-depth review is beyond the scope of what we can
cover in this tutorial. However, we can introduce two wavefront
sensing approaches that have helped to build the knowledge we
know today about the field of aero-optics. These two wavefront
sensors are the Shack–Hartmann wavefront sensor (SHWFS)
and the Malley probe. We also briefly introduce the digital-
holographic wavefront sensor (DHWFS) as it has gained
popularity in recent years and shows promise for supporting
aero-optics experiments of the future.

1. Shack–HartmannWavefront Sensor

A SHWFS consists of an array of lenslets. In practice, researchers
place these lenslets in a pupil plane of the airborne-laser system.
They then place the sensor of a camera in an image plane that is
conjugate to the focal length of these lenslets. In Fig. 4, we saw
that pupil-plane tilt manifests as a shifted irradiance pattern
(upon propagation to a focus). Accordingly, the lenslet array
samples the phase errors such that primarily tilt phase errors
remain across the subapertures. At focus, these pupil-plane tilts
give rise to shifted irradiance patterns on the sensor of a camera.

Using the shifts or “deflections” of these irradiance patterns
away from their on-axis locations, as well as the focal length
of the lenslets, we can estimate the tilts or “deflection angles”
θx (x , y , t) and θy (x , y , t). If the lenslets are uniformly illu-
minated, no discontinuities are present (like those experienced
with shock waves), and the phase errors within the lenslets are
not very energetic. Then,

θx (x , y , t)=
∂OPD(x , y , t)

∂x
and

θy (x , y , t)=
∂OPD(x , y , t)

∂ y
. (17)

Subsequently, we can use θx (x , y , t) and θy (x , y , t) in a least-
squares reconstruction algorithm to estimate OPD(x , y , t)
[14,32].

Over the years, as sampling rates of digital cameras improved,
the SHWFS became a viable instrument for characterizing
aerodynamic environments. In conjunction with high-speed
cameras, the SHWFS has enabled numerous wind-tunnel and
flight-test experiments to be conducted. These experiments
have helped to advance the knowledge of aero-optical effects.
We discuss some of the analyses and findings that resulted from
these experimental SHWFS measurements in part II of this
two-part tutorial.

2. Malley Probe

As discussed above, the SHWFS uses high-speed cameras to
collect time-resolved measurements. However, due to the inevi-
table compromise between spatial and temporal resolution,
achieving a meaningful spatial resolution results in relatively
slow sample rates (on the order of 20–50 kHz using commercial-
off-the-shelf cameras). While these sampling rates are sufficient
for studying subsonic aerodynamic environments, it might not
be fast enough for sufficient temporal resolution at supersonic
and hypersonic speeds. We can overcome this limitation by
using a Malley probe instead of a SHWFS. Named after the
work of Malley et al. [19] (who first proposed the technique),
researchers, in practice, propagate a small-diameter laser beam
through the environment of interest at a fixed spatial location
x0. They then focus this laser beam onto a measuring device
using a lens.

By assuming that the phase errors of interest convect at a fixed
speed UC , we can use the time series of the measured deflection
angles to estimate the one-dimensional OPD slice as

θx (x0, t)=
∂OPD(x , t)

∂x

∣∣∣∣
x=x0

=−
1

UC

dOPD(x0, t)
dt

. (18)

Recall that pupil-plane tilt results in a shifted irradiance pat-
tern when focused onto the sensor. Therefore, if the beam
is small enough, we can assume the measured deflection
angles contain all the necessary information to obtain a
meaningful estimate of OPD(x , t), such that OPD(x0, t)=
−UC

∫ t
0 θx (x0, τ )dτ . Recognizing that the aberrations con-

vect with an approximately known speed, we can then replace
the temporal dimension with a pseudo-spatial coordinate,
OPD(x0, t)→OPD(x0, x =−UC t).

Gordeyev et al. [68] added a second laser beam, parallel and
offset at a known distance1x downstream from the first beam.
The second beam enables the measurement of the convective
velocity by cross correlating the time signals to obtain a time
delay 1t . We can then calculate the convective velocity as
UC =1x/1t .

In practice, researchers perform the deflection angle mea-
surements using a position sensing device (PSD) (aka lateral
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position/displacement detector [32,69]). Since the PSD is an
analog photosensitive crystal with a response time of less than
1 µs, it allows for sampling deflection angles at high sampling
rates (up to a megahertz). We can also use high-speed cameras
with reduced spatial resolution instead of PSDs to record the
positions of the focused irradiance patterns. One obvious draw-
back of the Malley probe is that it only measures “slices” in the
streamwise direction. Furthermore, it relies on the Taylor frozen
flow assumption [70]. Therefore, this approach might yield
inaccuracies in either spatially evolving fields such as the ones
associated with linearly growing shear layers or in fields where
discontinuities such as shock waves are present.

3. Digital HolographicWavefront Sensor

The DHWFS works by interfering a signal beam with a ref-
erence beam [71]. In practice, both beams manifest from a
master-oscillator laser. The signal beam propagates through
aberrations, whereas the reference beam does not. Researchers
use the sensor of a camera to measure the interference pattern
(i.e., hologram). A digital hologram then becomes available for
digital signal processing. Depending on the recording geometry
[71–74], researchers can then use straightforward demodu-
lation steps to obtain an estimate of the complex-optical field
(both amplitude and wrapped phase).

The accuracy of this estimate in terms of the signal-to-noise
ratio has been the subject of several recent studies for both
continuous-wave [75–77] and pulsed [78–80] operation. With
the use of a strong-reference beam, the DHWFS also enables a
shot-noise-limited detection regime [81]. Researchers, in prac-
tice, can set the strength of the reference beam so that it boosts
the signal beam well above the noise floor of the camera sensor.

Given a fixed number of camera-sensor pixels, the DHWFS
typically has improved spatial resolution over the SHWFS [82].
Initial wind-tunnel experiments [83,84] have demonstrated the
improved spatial resolution of the DHWFS over the SHWFS.
However, more work needs to be conducted, especially in the
presence of shock waves, which typically lead to phase disconti-
nuities [61]. Such effects necessitate increased spatial resolution
or the development of shock-wave-tolerant reconstructors [85].

Background oriented schlieren or “BOS” measurements
show promise for increased spatio-temporal resolution at
supersonic and hypersonic speeds [86–88]. Nonetheless,
DHWFS measurements and computational-imaging tech-
niques show distinct promise in sensing and correcting for the
phase errors caused by aero-optical effects [89–94]. There has
also been interest in using predictive filtering to increase imag-
ing performance [95–99]. This last point leads us to the next
section.

B. Imaging

There have been dedicated experimental test campaigns to
study the image degradations caused by aero-optical effects.
For example, Whiteley et al. and Gordeyev et al. [100,101]
studied the effects of using a turret for imaging through various
aerodynamic environments. Kalensky et al. [102] studied the
effects of imaging through boundary layers and shear layers.
Ding et al. [87] studied how aero-optical effects degrade one’s

ability to perform image-based targeting at hypersonic speeds.
Many of these results used the modulation transfer function
(MTF) measured from image data and estimated from SHWFS
measurements. The MTF is an indication of an airborne-laser
system’s ability to discern contrast [103,104].

Recall that one can obtain the MTF from the point-spread
function (PSF). In practice, the real-valued PSF is the irradiance
(power per unit area) associated with the 2D Fourier transform
of the collimated light that exists within a pupil plane of the
laser system. Taking an additional 2D Fourier transform of the
PSF provides the optical transfer function (OTF). One then
obtains the real-valued MTF from taking the magnitude of the
complex-valued OTF.

We present MTF results from Ref. [102] in Fig. 6 for imaging
through boundary layers in M = 0.5 and 0.7 flow conditions, as
well as imaging through shear layers for M = 0.6 and 0.7 flow
conditions. Here, the x -axis is the normalized spatial frequency
given as κλZ/D. We plot these results for the MTF calculated
in the streamwise direction. We also plot the diffraction-limited
MTF curve as a black dashed line for comparison. It should
be noted that we estimated these MTF results from SHWFS
measurements.

For the shear layer cases, Ref. [102] showed that image
blurring was significant and occurred predominantly in the
streamwise direction, as shown in Fig. 6. This blurring was
due to organized vortical structures being present in the shear
layers, which led to large-amplitude aberrations. Conversely,
since the boundary layers are more benign in terms of aberration
strength, there was not significant blurring in the data collected
through the boundary layers. Additionally, as we show in part II
of this two-part tutorial, the strength of the aberrations increases
with the increasing Mach number. Consequently, imaging
performance also degrades with the increasing Mach number.

Lastly, it is worth mentioning a distinction between imaging
through aero-optical effects compared to atmospheric-optical
effects. For the case of aerodynamic turbulence, all of the aberra-
tions result from aero-optical effects that are in direct proximity
to the aircraft. As such, these aberrations represent a thin optical-
turbulence layer (relative to the length of the propagation path),
and for that reason, we can approximate the phase errors as

Fig. 6. MTF curves plotted for imaging through various boundary
layers and shear layers. Adapted from Ref. [102] with permission.
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Fig. 7. Various images of the AAOL test platform collected by M.
Kalensky.

being isoplanatic. This outcome is in stark contrast to the path-
integrated aberrations caused by atmospheric-optical effects,
which can give rise to anisoplanatic phase errors [105–107].
For long propagation paths, the effects of scintillation can also
play a role at the system level [108–110]. Together, the effects of
scintillation and anisoplanatism tend to be the “Achilles’ heel”
to beam-control compensation [111].

5. CONCLUSION

In part I of this two-part tutorial, we started by introducing
the concept of aero-optical effects in terms of aerodynamic
turbulence, the Gladstone–Dale relation, quantifying their
effects, and system performance. We then used a hemisphere-
on-cylinder beam director as an example turret geometry. We
showed that this turret gives rise to an aerodynamic environ-
ment that serves as a source for aberrations, and we decomposed
these aberrations into piston, tilt, and higher-order phase errors.
We also showed that the phase errors induced by aero-optical
effects have adverse effects on system performance; however, we
ultimately showed that we can ameliorate the associated per-
formance degradations using phase compensation techniques.
As a result, it is of utmost importance that system designers
account for tilt and higher-order phase errors when designing
future airborne-laser systems. This last point necessitates the use
of wavefront sensing and imaging as part of the airborne-laser
system’s overall functionality. Thus, we introduced wavefront-
sensing approaches that have both pioneered and continue
to advance the field of aero-optics. We also discussed the per-
formance impacts that aero-optical effects have on imaging
performance. In part II of this two-part tutorial, we will build on
the system-level considerations presented in part I. Specifically,
we will survey several sources of aberrations such as boundary
layers and shear layers, as well as mechanical contamination,
shock waves, and aero-acoustics.
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